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#### Abstract

Computing the positive predictive value (PPV) of a wellknown test for a relatively common disease is a straightforward exercise. However, in the case of a new test for a rare disorder, the extreme numbers involved-the very low prevalence of the disorder and the lack of previous false-positive results-make it difficult to compute the PPV. As new genetic tests become available in the next decade, more and more clinicians will have to answer questions about PPVs in cases with extreme prevalence, sensitivity, and specificity. This paper presents some tools for thinking about these calculations. First, a standard PPV calculation with rough estimates of the prevalence, sensitivity, and specificity is reviewed. The "zero numerator" problem posed by not having seen any false-positive results is then discussed, and a Bayesian approach to this problem is described. The Bayesian approach requires specification of a prior distribution that describes the initial uncertainty about the false-positive rate. This prior distribution is updated as new evidence is obtained, and the updated expected false-positive rate is used to calculate PPVs. The Bayesian approach provides appropriate and defensible PPVs and can be used to estimate failure rates for other rare events as well.
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Agenetic disorder-serious, perhaps fatal without treatment. Very rare, an incidence of maybe 1 in 250 000. A new test, thought to be highly sensitive and specific. To date, 13000 newborns have been screened, with no positive results. Until now. "What is the chance Casey has it, doctor?"

In situations like this, the lack of previous falsepositive results and the rarity of the suspected disorder make the positive predictive value (PPV) of the test result difficult to estimate. As the father of baby Casey, one of the authors asked the above question and found that the calculated PPVs varied widely-from $1.7 \%$ to $100 \%$-as we varied the false-positive rate over reasonable ranges. What, then, is the probability that Casey has the condition? How should we calculate PPVs in such situations? As new genetic tests become available in the next decade, more and more clinicians will have to deal with such questions, which also arise with evaluation of the effectiveness of new tests and choosing which tests to administer. Similar questions arise in other situations in which we must consider probabilities of failures before they have occurred. For example, what is the probability that a new drug has a side effect that was not seen in clinical trials? What is the chance of a particular complication during a new surgical procedure?

In this paper, we describe the approach that we used in Casey's situation and indicate how it could be used in other, analogous situations. We begin by reviewing the calculation of PPVs, highlighting the difficulties encountered with new tests. Next, we consider approaches for dealing with the "zeronumerator problem"-estimating proportions when there are zero observations in the numerator. We consider a standard approach to the "zero-numerator problem" and then describe a simple Bayesian approach. We conclude by considering some of the benefits of the Bayesian approach and barriers to its use. In this paper, we focus on the generic aspects of Casey's situation; for more specific information, see reference 1 .

## Computing Positive Predictive Value

Three estimates are required to compute the positive predictive value (PPV) of a particular test and disorder (2-4): the prevalence of the disorder (the pretest probability that the patient being tested has the disorder), the sensitivity of the test (the probability that the test result is positive for someone who has the disorder), and the specificity of the test (the probability that the test result is negative for someone who does not have the disorder).

To calculate the PPV, we first need to consider the probability of receiving a positive test result, either true or false. The probability of a true-positive result is given by the probability that the patient has the disorder times the probability that the test result is positive for someone who has the disorder: prevalence $\times$ sensitivity. The probability of a falsepositive result is given by the probability of not having the disorder times the probability of a positive test result for a patient without the disorder: ( $1-$ prevalence $) \times(1-$ specificity $)$. The PPV is then:
$\mathrm{PPV}=\frac{\text { prevalence } \times \text { sensitivity }}{\text { prevalence } \times \text { sensitivity }+(1-\text { prevalence }) \times(1-\text { specificity })}$
In other words, the PPV equals the fraction of patients who truly have the disease among all of those who receive positive test results.

In Casey's situation, suppose we assume that the disorder occurs in 1 in 250000 newborns (that is, the prevalence is $1 / 250000$ ) and assume that that the sensitivity of the test is $100 \%$. What about the specificity of the test? Should we assume that it too is $100 \%$ ? After all, the test has been negative in the past 13000 births, and we have never seen a falsepositive result. If we assume that the sensitivity and specificity are both $100 \%$ (that is, the test is perfect), we find a PPV of $(1 / 250000) /(0+1 / 250000)=100 \%$.

But the test may not be perfect, and even a small false-positive rate will change the computed probability dramatically. For example, if the false-positive rate, $f=1$ - specificity, is $1 / 13000=0.0077 \%$ instead of $0 / 13000$, the PPV decreases dramatically, from $100 \%$ to $4.9 \%$. Because the prevalence is so low (1 in 250000 ), the PPV is extremely sensitive to small changes in the false-positive rate. The results are less responsive to changes in the sensitivity: If we assume a sensitivity of $90 \%$ instead of $100 \%$ and maintain the assumption of perfect specificity, the PPV remains $100 \%$. If we assume a sensitivity of $90 \%$ instead of $100 \%$ and assume a false-positive rate of $1 / 13000$, the PPV decreases from $4.9 \%$ to $4.5 \%$.

## The Problem of Zero Numerators

How should we estimate the false-positive rate, $f$, when we have never seen a false-positive result? In
many contexts, this rate is estimated by calculating the ratio of the number of times the event has occurred $(r)$ and the number of trials $(n): f=r / n$. In classic statistics, this is called the maximum likelihood estimate because the value of $f$ maximizes the probability of observing the given data ( $r$ occurrences in $n$ trials). With no false-positive results in 13000 trials, this leads to an estimated false-positive rate of $f=0 / 13000$-that is, perfect specificitywhich results in a PPV of $100 \%$.

To be more conservative in our estimate of the false-positive rate, we might consider a range of estimates. For example, the "rule of three" states that "if none of $n$ patients shows the event about which we are concerned, we can be $95 \%$ confident that the chance of this event is at most three in $n$ (i.e., $3 / n$ ). In other words, the upper $95 \%$ confidence limit of a $0 / n$ rate is approximately $3 / n$ " (5). If $n$ is greater than 30 , this approximate rule agrees with the exact calculation of the upper confidence limit to the nearest percentage point. If we apply the rule of three to the false-positive rate, the upper confidence limit is $3 / 13000$ (the exact value is 2.9954/13 000 [6]), which leads to a PPV of $1.7 \%$. The lower $95 \%$ confidence limit on $f$ given zero occurrences is $0 \%$, yielding a PPV of $100 \%$.

The $95 \%$ confidence limits thus give false-positive rates ranging from $0 / 13000$ to $3 / 13000$ with corresponding PPVs ranging from $100 \%$ to $1.7 \%$. Although it is possible that the same actions would be recommended for PPVs in this range (perhaps follow-up tests), in many cases the indicated tests or treatments would vary across such a broad range; the precise thresholds would depend on the potential benefits, harms, and costs of the treatment (7). In any event, the range is so broad that it does not convey much information to the concerned patient or family. How can we do better?

## A Bayesian Approach

A Bayesian approach to this problem is summarized in Figure 1. To describe the uncertainty surrounding the false-positive rate, we must specify two things. First, we must specify the likelihood of observing the actual results as a function of the falsepositive rate. In this setting, we assume that each healthy baby has the same probability $f$ of receiving a false-positive result and that the test results for different babies are independent. This allows us to calculate the probability of seeing, for example, 0 false-positive results in 13000 tests with the binomial probability formula (Appendix). This assumption seems natural and appropriate in this setting, and the maximum likelihood estimates and the rule of three are also based on this assumption.

Second, we must specify a prior probability distribution for the false-positive rate $f$ that describes the uncertainty about $f$ before seeing the results of tests. Protocols for assessing probability distributions are discussed in detail elsewhere ( 8,9 ); these typically involve asking experts a series of questions, such as "What is the probability that the falsepositive rate is less than 1 in 1000 ?" or "Would you rather bet on heads in a toss of a fair coin or the false-positive rate being less than 1 in 1000 ?" From these assessments, one can sketch a probability distribution or fit some mathematical form. Ideally, these prior probability distributions should be assessed before the experimental screening program begins by questioning the persons who are most knowledgeable about the test. Their assessments should reflect their understanding of the biochemical or genetic methods used in the new test, their experience in preliminary laboratory uses of this test, and experience with other tests using similar methods. Moreover, the assessments should consider the possibilities for human error; with highly sensitive and specific tests, human error may become a much more important determinant of reliability than the workings of the underlying test itself. If we consult multiple experts, they may disagree about the prior probabilities. One could attempt to combine the different assessments into an aggregate assessment from a panel of experts (10) or, alternatively, report the whole set of prior probabilities and the corresponding posterior probabilities and PPVs. It may well be that the same treatments or follow-up actions are indicated in all cases and the disagreement need not be resolved.

The Bayes theorem is used to update the prior distribution to a revised (posterior) distribution after seeing the results from repeated uses of the test. We can then use this posterior distribution on the false-positive rate to calculate the PPV for a particular patient, such as Casey. To do this, we need to determine the mean of the posterior distribution; this "expected probability" is the probability we would assign to the next patient (Casey) having a false-positive result and can be used in the usual way in the formula for calculating PPVs. Although this whole procedure can be applied with any prior distribution, if the prior distribution is a beta distribution, the procedure is very easy to apply. This form can represent a wide variety of shapes of dis-
tributions (some examples are shown in Figures 2 and $\mathbf{3}$ ) and leads to a posterior distribution that is also a beta distribution with updated parameters. The Bayes theorem and the beta distribution are discussed in more detail in the Appendix.

In our situation, no formally assessed prior distribution was available that could be used to determine Casey's PPV. To get a sense of the range of possible PPVs, we considered a variety of prior distributions on the basis of our understanding of the test and consultations with the researchers who developed the test. Our assumptions and results are summarized in Figure 2. To improve the readability of the graphs, the scale of the horizontal axis is given in terms of the logarithm of $f$ and the probability density plots are densities for $\log f$. The priors are shown in the left column of the figure, with our "base-case" prior in the middle row; this is a beta distribution with the parameters indicated in the figure. These parameters imply that there is a $5 \%$ chance that $f$ is less than 0.0000513 ( 1 in 19477 ), a $50 \%$ chance that $f$ is less than 0.000694 ( 1 in 1442), and a $95 \%$ chance that $f$ is less than 0.00299 (1 in 334). This prior distribution has a mean of 1 in 1000 , meaning that the first patient tested in the experimental screening program has a 1 in 1000 chance of having a false-positive result.

The second column of Figure 2 shows the probability of observing the results of the experimental screening program-no false-positive results in 13000 tests-as a function of the false-positive rate. In Bayesian statistics, this is called the likelihood function. The function values are calculated by using the binomial probability formula described in the Appendix. Here we see that this experimental result would be very unlikely if the false-positive rate were, say, 1 in 1000 or greater, but not at all surprising if the false-positive rate were, say, 1 in 100000 .

The third column shows the corresponding posterior distributions. After updating the base-case prior distribution with the observed data, we find that there is a $5 \%$ chance that $f$ is less than 0.00000366 ( 1 in 272922 ), a $50 \%$ chance that $f$ is less than 0.0000495 ( 1 in 20 197), and a $95 \%$ chance that $f$ is less than 0.000214 ( 1 in 4673); the revised mean is 1 in 14000 . As would be expected, the evidence of no false-positive results in 13000 trials has shifted
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Figure 1. A Bayesian approach.


Figure 2. Results of the Bayesian procedure using different prior distributions.
the distribution to the left, making low values of $f$ more likely and high values of $f$ less likely.

The final column of Figure 2 shows the resulting PPV. Applying the PPV formula with the mean of this posterior distribution (maintaining our earlier assumption about the prevalence and assuming perfect sensitivity), we find that Casey has a $5.3 \%$ probability of having the disorder. This calculated PPV lies within the range of values calculated earlier $(1.7 \%$ to $100 \%)$ but is clearly toward the left end of this range.

The other rows in Figure 2 correspond to alternative choices of prior distributions. The prior distribution in the top row assumes the same prior estimate of the false-positive rate ( 1 in 1000) but with greater confidence in this estimate, as shown by the narrower prior distribution. The corresponding posterior distribution is narrower than the basecase distribution, and the mean does not change as much after seeing the results of the screening trial (the mean is 1 in 2300 instead of 1 in 14000 ). The higher posterior estimate of the false-positive rate leads to a lower PPV. The bottom row corresponds to a case in which we have a lower initial estimate of the false-positive rate ( 1 in 4000) and more uncertainty about the estimate. This leads to a posterior distribution that is shifted further to the left
(with a mean of 1 in 30000 ) and a higher PPV. Note that the results of the experimental screening program effectively rule out false-positive rates greater than 1 in 1000 . The posterior probability mass in this region is shrunk nearly to zero (because the likelihood is essentially zero), with the mass assigned in other regions increasing in response.

In Figure 3, we used our base-case prior distribution in all cases but varied the outcome of the experimental trials; consequently, different likelihood functions resulted. The top row shows the results that would have occurred if we had seen only 100 newborns without a false-positive result, instead of 13000 . The second row shows what would happen if we had tested 100000 newborns without a false-positive result. Comparing these two cases with the middle row of Figure 2, we see that the greater the number of tests without a false-positive result, the lower the posterior estimate of the false-positive rate and the greater the resulting PPV. In the final row, we consider a scenario in which 1 false-positive result occurred in 13000 newborns tested; in this case, the PPV roughly halves (decreasing from 5.3\% to $2.7 \%$ ). The variations in PPVs in these examples suggest that in problems like these, it is important to keep clinicians up to date on previous test results so that when they compute PPVs for their patients,
they have access to the best possible estimate of the false-positive rate. Testing centers might consider, for example, creating a database or World Wide Web site that keeps current counts of false-positive results on new tests and reports current estimates of these rates for use by clinicians.

Once a test has been used for a while and several false-positive results have been obtained, the estimated false-positive rates and PPVs become less sensitive to the assumed prior distribution and will change less in response to observing a single falsepositive result. If, for example, we had seen 100 false-positive results in 1.3 million tests, it would make little difference which prior distribution was assumed (as long as it was not too unreasonable), and observing one more false-positive result would have little effect. However, when tests are highly specific and the indicated conditions are rare, it may take a long time to accumulate this much experience.

## Conclusions

It is difficult to estimate PPVs intuitively for cases involving rare disorders, and it is a good idea to rely on formulas for calculating PPVs (11). But when we know little about the false-positive rate,
formulas for PPVs, coupled with classic estimation procedures, do not give much guidance. In Casey's situation, for example, using a maximum likelihood estimate gives a PPV of $100 \%$, and a $95 \%$ confidence interval leads to PPVs ranging from $1.7 \%$ to $100 \%$. The Bayesian approach provides a logically correct way to arrive at a specific probability that can be used in clinical settings. This probability reflects the results of the experimental screening program to date as well as outside information about the biochemical or genetic methods used in the test, captured in the prior distribution.

Although we focused on the use of this Bayesian approach in updating false-positive probabilities, we could use the same approach to update beliefs about false-negative rates or the prevalence of a condition. In both of these extensions, we would proceed in the same manner as we did when considering uncertainty about the false-positive rate: We assess prior distributions on the rates and then update these distributions as we observe results. To determine the predictive value of the test at any time, we use the mean of the posterior distribution for the rate as the current estimate and calculate predictive values in the usual way. The Bayesian approach could also be used to describe uncertainty


Figure 3. Results of the Bayesian procedure using different results of screening tests.
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about failure rates more generally (for example, the probability of adverse effects of new drugs or complications of new surgical procedures).

The dependence of this approach on prior beliefs may cause distress for some; we would like to think and are used to thinking that these rates are clearly and objectively deduced from observed results. But when dealing with new tests-highly specific tests for rare disorders in particular and new procedures in general-the data alone may not provide sufficient guidance for patient management until a substantial track record accumulates, which may take a very long time. In these settings, the Bayesian approach is helpful in providing specific estimates of these rates and probabilities. As argued by Davidoff (12), once one gets past the "associations of hazy prior probabilities and abstruse mathematical formulas [that] strike fear into the hearts of most of us," we realize that this is how it should be: Outside information and prior knowledge should play a role in our assessments of accuracy, and failure to take such information into account can easily lead to serious misinterpretation of the evidence. Ultimately, we find that Bayesian reasoning is not only helpful but also necessary in obtaining reasonable and defensible estimates of these rates for use in treatment decisions.

By the way, Casey is fine. Follow-up tests showed that she does not have the suspected disorderCasey was the first false-positive.

## Appendix

Here, we present the formulas used to generate the numeric results summarized in Figures 2 and 3. For more detailed discussion of these formulas, see references 13 and 14. The binomial probability formula gives the probability of observing exactly $r$ false-positives in $n$ trials (tests of patients without the condition) and assuming a probability $f$ of seeing a false-positive result in each trial, as

$$
\mathrm{P}_{\mathrm{B}}(R=r \mid n, f)=\frac{n!}{r!(n-r)!} f^{r}(1-f)^{n}-r
$$

The likelihood function in Figure 2 is given by taking $n=13000$ and $r=0$ and varying $f$. In this context, the Bayes theorem says that if we start with a prior distribution with a probability density $p^{\prime}(f)$ for the false-positive rate and observe $r$ false-positive results in $n$ trials, the posterior probability density $p^{\prime \prime}(f)$ is given by:

$$
p^{\prime \prime}(f)=\frac{1}{\int_{f=0}^{1} \mathrm{P}_{\mathrm{B}}(R=r \mid n, f) p^{\prime}(f) d f} \mathrm{P}_{\mathrm{B}}(R=r \mid n, f) p^{\prime}(f)
$$

The Bayes formula can be applied with any prior distribution but is particularly easy to apply if the prior distribution is a beta distribution. Given parameters $r^{\prime}$ and $n^{\prime}$, the beta distribution assumes a probability density of the form

$$
p^{\prime}(f)=K_{r^{\prime}, n^{\prime}} f^{r^{\prime}-1}(1-f)^{n^{\prime}-r^{\prime}-1}
$$

where $K_{r^{\prime}, n^{\prime}}$ is a scaling constant that depends on $r^{\prime}$ and $n^{\prime}$ and is required to make the total probability under $p^{\prime}(f)$ equal 1. (Note that $r^{\prime}$ and $n^{\prime}$ need not be integers.) The mean of the beta distribution with parameters $r^{\prime}$ and $n^{\prime}$ is given by $r^{\prime} / n^{\prime}$ and probabilities (for example, the probability of a false-positive rate $f$ being less than 1 in 1000) can be calculated by using built-in functions in popular spreadsheet programs (such as Microsoft Excel [15]). If we start with a beta distribution with parameters $r^{\prime}$ and $n^{\prime}$ and then observe $r$ false-positive results in $n$ trials, the posterior distribution is given by a new beta distribution with updated parameters $r^{\prime \prime}=r+r^{\prime}$ and $n^{\prime \prime}=n+n^{\prime}$. The posterior mean is $r^{\prime \prime} / n^{\prime \prime}=\left(r+r^{\prime}\right) /$ $\left(n+n^{\prime}\right)$. Intuitively, if we interpret the prior as having seen $r^{\prime}$ false-positives in $n^{\prime}$ trials, the posterior distribution can be interpreted as having seen $r^{\prime \prime}=r+r^{\prime}$ in $n^{\prime \prime}=n+n^{\prime}$ trials.
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